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Coordinated computing is concerned with organizing numerous loosely coupled
processing agents for coherent action. In this book we emphasize the program-
ming aspects of coordinated computing. However, underlying any computing
system is the machinery that performs the computation.

Several multiprocessor (shared-memory) systems have been built (and
numerous programming languages designed for them). Siewiorek, Bell, and,
Newell's Computer Structures: Principles and Examples [Siewiorek 82] contains
several articles about such architectures.

Two emerging technologies seem particularly important for the development
of coordinated systems. The �rst is concerned with the inexpensive replication of
processing elements|integrated circuit techniques, particularly very large scale
integration (VLSI). Perhaps the best survey of this �eld is Mead and Conway's
Introduction to VLSI Systems [Mead 80]. VLSI promises to make the price of
individual processing elements insigni�cant, certainly an important development
for any system that hopes to exploit many processors.

The study of computer networks seeks optimal ways of connecting comput-
ing systems. This �eld is also called distributed computing. Networks connect
machines and allow communication. Network technology has matured to the
development and product stage. Building a network is no longer a matter of
research. Instead, international standards for network communication have been
established; several networks are commercially available.

Networks are either local area networks or long haul networks. In a local area
network, the network manufacturer designs the physical communication channel
between computers and can therefore control its performance. Local area net-
works are used within small areas, such as a single building. Long haul networks
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Figure 4-1 Network layers.

use common carriers like telephones and satellites for communication. Long haul
networks can transfer globe-spanning messages. Of course, the ultimate local
area network is many processors on a single chip.

A common network organization is a series of layers or levels, with each
layer supported in every network machine. The layers are hierarchical, each one
built on the level below it. The bottommost layer of the machines supports the
physical signaling and signal recognition. Logically, the nth layer of each machine
communicates with the nth layer of the other machines through a series of proto-
cols|rules that describe their conversation. These layers and protocols support
not only the immediate task of information transfer, but also serve to route com-
munications, ensure privacy and security, and handle failures.* Important classes
of failures include both the failures of individual processing and communication
elements and the failures that result from saturating or ooding the network
with too many messages. However, the encapsulation provided by multilayered
organizations often has its price|a degradation in communication bandwidth
through each layer interface. Figure 4-1 illustrates the layering relationship of a
computing network.

Ultimately, the goal of a layered network is to hide the details of the process-
ing of each layer from the layers above it. In such an ideal system, communication
and processing failures are invisible to the user program. This goal works against
the need of some systems for real-time response, where the computing system
must react to physical phenomena within some time constraint. For example,
the disk spinning under the disk head, the ground approaching an airplane, and

* The International Standards Organization (ISO) is in the process of promulgating protocol

standards. For example, the X.25 protocol deals with topics such as signaling, transmission

errors, addressing, and ow control. Tanenbaum [Tanenbaum 81] is a good source of information

about these and other network protocols.
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a frustrated user turning o� the machine in disgust are all systems that require
real-time response (though the time units di�er greatly in magnitude). In this
book we are concerned both with systems that ignore the problems of response
and failure and with languages particularly oriented toward the implementation
of real systems.

Good descriptions of the principles and tools of network construction are
Ahuja's Design and Analysis of Computer Communication Networks [Ahuja 82]
and Tanenbaum's Computer Networks [Tanenbaum 81].
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